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1. Background




The pesky little ads
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Why is it difficult?

[ Publisher (Bing) } [Advertiser]

USER ﬁ\)
FEEDBACK Queries
LOOP ADVERTISER

FEEDBACK LOOP

LEARNING
FEEDBACK LOOP

Learning

Clicks (and consequences)




Distribution shift

Feedback loops

A Data is collected when the system operates in a certain way.
The observed data follows a first distribution.

A Collected data is used to justify actions that change the operating point.
Newly observed data then follows a second distribution.

A Correlations observed on data following the first distribution
do not necessarily exist in the second distribution.

Often lead to vicious circles..




Previous work

Auction theory and mechanism design (Varian, 2007)
(Edelman et al., 2007

A Motivate the design of ad auctions.

A Address the advertiser feedback loop.

A Assume single auction instead of repeated auctions.

A Assume click probabilities are known rather than estimated.
Algnore impact of ads on future user engagement.

Algnore how advertisers place a single bid valid for multiple auctions

No clear way to describe tHall system
as auctions amenable to theoretical analysis.




Previous work

Multi-armed bandits and extensions (Robbins, 1952)
(Lai & Robbins, 1985)

AWSANBG 062dzyRa FT2NJ aYdz GA ANXNSR 2002) Y R
AwSIANBG o02dzyRa T2NJ a02y (&R 427%PN R A
A Address the learning feedback loop (Lietal, 20;

A Address the explore/exploit tradeoff

Algnore impact of ads on future user engagement

Algnore impact of ad placement on future advertiser bids

No clear way to reduce thiell systeminto MAB
or CB problems amenable to theoretical analysis




This work

Causal inference viewpoint

AChanging the ad placement algorithms
IS aninterventionon the system.

AWe track the consequences of such interventions
along the paths of the causal graph.

A better wayto reason about sucproblems:

A powerful and flexible experimentation methods
A new learning algorithms

A now in dally use



Overkill?

Pervasive causation paradoxes in ad data

Example:

A Loggeddata shows a positive correlation between
event Ad-irst mainline ad receives a high sciré
and event BXSecond mainline ad receiveslale @

A Controlling for event GQuerycategorized as commercéaieverses
the correlation for both commercial and noncommercial queries
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_— 149/2000 71/1500 78/500
n g (7.5%) (4.8%) (15.6%)




Randomized experiments

How to compare two ad placement systems?
1. Randomly split traffic or users into buckets

2. Apply alternative placement algorithms to distinct buckets.
3. Wait a couple months and compare performance.

Issues with A/B testing
A Hard to control for advertiser effects
A Need full implementation and several weeks.
A Progress speed limited by available traffic.

We need an alternative.



Statistics and Causation

Correlations have predictive value
Adtis raining+ oPeople probably carry open umbretfas
A dPeople carry open umbrelis dit is probably raining

Interventions
Al & LJ2 ( K Vil ik rQih if weé bad umbrellag?
Al 2 dzy (i S NJVbulD badeitfraiheddf we had banned umbreas

Causation
A Causatelations let us taeasonon the outcome ofnterventions.

Recent advances in causal inference
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Structural equation model (SEM)

r = f1 (’u,, &‘1) user_intent u — query z ad_inventory v
a = faz,v,e2)

b = f3(x,v,e3) ads a bids b

q = fa(z,a,e4) scores g

S = .f5(afs(b 6355)

cC = fﬁ(a, q, b, 6‘6) slate s prices ¢

y = fr(s,uer) L l

z = fs(y,c,e8) clicks y »revenue z

Direct causes / Known and unknown functions

Noise variables / Exogenous variables



Interventions

r = fl(U 81) user_intent « — quern
- ?

a = fa(x,v,e2) ; |:
b = .f3(mava€3) * E
¢ = _fulzcarer) fa(2,a.€4) ew off [
s = f5(a’9Qa ba€5) %<
¢ = fe(a,q,b,ee) slate s

y = fr(s,u,e7) /

z = [Js (ya C, €8) clicks y

Interventions as algebraic manipulation of the SEM.
Causal graph must remain acyclic.



|solation

What to do with unknown functions?
AReplace knowledge by statistics.
AStatistics need repeated isolated experiments.

Alsolate experiments by assuming an
unknownbut invariantjoint distribution
for the exogenous variables.
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Markov factorization

(user_intent, ad_inventory)
P(w)= P(u,v) @,,U\
X P(x|u)
X P(a|x,v)
X P(b|x,v)
X P(q|x,a)

x P(s|a,q,b)
x P(cl|a,q,b)

prices

x P(y| s, u) |
x P(z|y,c) -
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Markov Iinterventions

P*(w): P(u,v)
X P(x|u) .
XxPlatx;v)~ P(qg|x,a)

P(b|x,v)

P(q il?,(l)

P(S astb)

P(C a,,q,b)

P(y|s,u)

P(z|y,c)

Distribution under
intervention

X X X X X X

Manyrelated Bayes networkare born (Pearl, 2000)
AThey araelatedbecause theghare some factors
AMore complex algebraic interventions are of course possible.




Transfer learning on steroids

',' II Experiment 1
Measure Q

I

Reasoning on NNE==
causal statements

(laws of physics) —
; 7‘; Experiment 2
ﬁ* Weigh rock

Experiment 3
Throw rock




2. Counterfactuals




Counterfactuals

Measuring something that did not happen

oHowwould have the system performégdwhen the data was
collected, wK ' R dzd SR & O thdad/cHmode2NReS f a Q

Learning procedure

ACollect datahat describes the operation of thgystem
duringa past time period.

AFind changethat would haveincreased the performance of the
systemif they had been applied durirtge data collectiorperiod.

Almplementt Y R OGS NR T & X



Replaying past data

Classification example
A Collectlabeled data in existing setup

AReplay the past dat evaluate what theperformance would have been
if we had usedclassifier .

Collect data once Measure as often as necessary

Scans

ARequires knowledge of all functions connecting the point of intervention
to the point of measurement.



Replaying past data

AcColld| user_intent u — query z ad_inventory v
ARep Ild have been
fwe ads a bids b

slate s prices c
AReq| | clicks y =revenue z t of intervention

to the pomT oT TITEaSUTETTTETT



Importance sampling

P(w) = P(u,v)

X P(x|u)

X P(a|x,v)

X P(b|x,v) .

X Plgtx;a) P(qg|xz,a)
X P(s|a,q,b)

X P(cl|a,q,b)

X P(y|s,u)

X P(z|y,c)

Distribution under
Intervention




Importance sampling

Actual expectation
®  J§ )0

Counterfactualexpectation*

o /B )0 g )

* Counterfactual expectations elude the subtleties of fefl SY O2 dzy 4 SNF I O dzl



Importance sampling

Principle

Reweight past examples to emulate the probability they
would have had under the counterfactual distribution.

N

o vy, e Factors in P*
00 ) U ] L™ NWhw not in P )
UG ) U ng*h*) Factors in P )
not in P* )

Only requires the knowledge of the function under
Intervention (before and after)



Quality of the estimation

A Largeratios undermine
estimation quality.

A Confidence intervaleeveal
whether the data collection
distribution0 ( ) performs
sufficient exploratiorto answer
the counterfactual question of
Interest.

Vv
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