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1. Background



The pesky little ads

ÅAn example of real-ƭƛŦŜ ƳŀŎƘƛƴŜ ƭŜŀǊƴƛƴƎ άǎȅǎǘŜƳέΦ



Why is it difficult?



Distribution shift

Feedback loops
Å Data is collected when the system operates in a certain way.

The observed data follows a first distribution.

Å Collected data is used to justify actions that change the operating point.
Newly observed data then follows a second distribution.

Å Correlations observed on data following the first distribution 
do not necessarily exist in the second distribution.

Often lead to vicious circles..
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No clear way to describe the full system
as auctions amenable to theoretical analysis.

Previous work
Auction theory and mechanism design

ÅMotivate the design of ad auctions.

ÅAddress the advertiser feedback loop.

ÅAssume single auction instead of repeated auctions.

ÅAssume click probabilities are known rather than estimated.

ÅIgnore impact of ads on future user engagement.

ÅIgnore how advertisers place a single bid valid for multiple auctions

(Varian, 2007) 
(Edelman et al., 2007)

...



No clear way to reduce the full system into MAB
or CB problems amenable to theoretical analysis

Previous work

Multi -armed bandits and extensions

ÅwŜƎǊŜǘ ōƻǳƴŘǎ ŦƻǊ άƳǳƭǘƛ ŀǊƳŜŘ ōŀƴŘƛǘǎέ όa!.ύ

ÅwŜƎǊŜǘ ōƻǳƴŘǎ ŦƻǊ άŎƻƴǘŜȄǘǳŀƭ ōŀƴŘƛǘǎέ ό/.ύ

ÅAddress the learning feedback loop

ÅAddress the explore/exploit tradeoff

ÅIgnore impact of ads on future user engagement

ÅIgnore impact of ad placement on future advertiser bids

(Robbins, 1952) 
(Lai & Robbins, 1985)

(Auer et al., 2002)
(Langford & Zhang, 2007)

(Li et al., 2010)
Χ



This work
Causal inference viewpoint

ÅChanging the ad placement algorithms
is an interventionon the system.

ÅWe track the consequences of such interventions 
along the paths of the causal graph.

A better way to reason about such problems:

Ą powerful and flexible experimentation methods

Ą new learning algorithms

Ą now in daily use



Overkill?
Pervasive causation paradoxes in ad data

Example:
Å Logged data shows a positive correlation between 

event AάFirst mainline ad receives a high score ήέ
and event B άSecond mainline ad receives a clickέΦ

Å Controlling for event C έQuery categorized as commercialέ reverses 
the correlation for both commercial and noncommercial queries.

═ ╟║ȿ═ ╟║ȿ═ȟ╒ ╟║ȿ═ȟ╒

ή low
124/2000

(6.2%)
92/1823 
(5.1%)

32/176
(18.1%)

ή high
149/2000

(7.5%)
71/1500
(4.8%)

78/500
(15.6%)



Randomized experiments

How to compare two ad placement systems?
1. Randomly split traffic or users into buckets

2. Apply alternative placement algorithms to distinct buckets.

3. Wait a couple months and compare performance.

Issues with A/B testing

Å Hard to control for advertiser effects

Å Need full implementation and several weeks.

Å Progress speed limited by available traffic.

We need an alternative.



Statistics and Causation
Correlations have predictive value
ÅάIt is rainingέ ᵼάPeople probably carry open umbrellasΦέ

ÅάPeople carry open umbrellasέ ᵼάIt is probably raining.έ

Interventions
ÅIȅǇƻǘƘŜǘƛŎŀƭΥ άWill it rain if we ban umbrellas?έ

Å/ƻǳƴǘŜǊŦŀŎǘǳŀƭΥ άWould have it rained if we had banned umbrellas?έ

Causation
ÅCausal relations let us to reasonon the outcome of interventions.

Recent advances in causal inference
ÅόwǳōƛƴΣ мфусύ  ό{ǇƛǊǘŜǎ Ŝǘ ŀƭΦΣ мффоΣ нлммΣ Χύ  

ÅόtŜŀǊƭΣ нлллΣ нллфΣ Χ ύ



Structural equation model (SEM)

Direct causes / Known and unknown functions

Noise variables / Exogenous variables



Interventions

Interventions as algebraic manipulation of the SEM. 
Causal graph must remain acyclic.

* NEW Q=█ᶻ



Isolation

What to do with unknown functions?
ÅReplace knowledge by statistics.
ÅStatistics need repeated isolated experiments.
ÅIsolate experiments by assuming an 

unknown but invariant joint distribution 
for the exogenous variables.

ᵼbƻ ŦŜŜŘōŀŎƪ ƭƻƻǇǎ όΧȅŜǘΧύ  

ὖόȟὺ



Markov factorization

¢Ƙƛǎ ƛǎ ŀ ά.ŀȅŜǎ ƴŜǘǿƻǊƪέ όtŜŀǊƭΣ мфууύ

ŀΦƪΦŀΦ άŘƛǊŜŎǘŜŘ ŀŎȅŎƭƛŎ ǇǊƻōŀōƛƭƛǎǘƛŎ ƎǊŀǇƘƛŎŀƭ ƳƻŘŜƭΦέ



Markov interventions

Many related Bayes networks are born  (Pearl, 2000)

ÅThey are relatedbecause they share some factors.

ÅMore complex algebraic interventions are of course possible.

*

*

Distribution under 
intervention



Transfer learning on steroids

Reasoning on 
causal statements
(laws of physics)

Experiment 1
Measure Ὣ

Experiment 2
Weigh rock

Experiment 3
Throw rock



2. Counterfactuals



Counterfactuals

Measuring something that did not happen
άHow would have the system performed if, when the data was 
collected, we ƘŀŘ ǳǎŜŘ ǎŎƻǊƛƴƎ ƳƻŘŜƭ aΩinstead of model M?έ

Learning procedure
ÅCollect data that describes the operation of the system

during a past time period.

ÅFind changes that would have increased the performance of the 
system if they had been applied during the data collection period.

ÅImplement ŀƴŘ ǾŜǊƛŦȅΧ



Replaying past data
Classification example
ÅCollectlabeled data in existing setup

ÅReplay the past data to evaluate what the performance would have been 
if we had used classifier ̒ .

ÅRequires knowledge of all functions connecting the point of intervention 
to the point of measurement.



Replaying past data
Classification example
ÅCollectlabeled data in existing setup

ÅReplay the past data to evaluate what the performance would have been 
if we had used classifier ̒ .
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to the point of measurement.
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Importance sampling

*

*

Distribution under 
intervention



Importance sampling

Actual expectation

ὣ Љ‫ ὖ‫

Counterfactual expectation*

ὣᶻ Љ‫ ὖᶻ‫ Љ‫
ὖᶻ‫

ὖ‫
ὖ‫

ρ

ὲ

ὖᶻ‫

ὖ‫
Љ‫

* Counterfactual expectations elude the subtleties of per-ƛǘŜƳ ŎƻǳƴǘŜǊŦŀŎǘǳŀƭǎΧ



Importance sampling

Principle

Reweight past examples to emulate the probability they 
would have had under the counterfactual distribution.

ύ‫
ὖᶻ‫

ὖ‫

ὖᶻήȿὼȟὥ

ὖήȿὼȟὥ

Only requires the knowledge of the function under 
intervention (before and after)

Factors in P* 
not in P

Factors in P 
not in P*



Quality of the estimation

ὖ‫ ὖᶻ‫

ÅLarge ratios undermine 
estimation quality.

ÅConfidence intervals reveal 
whether the data collection 
distribution ὖ‫ performs 
sufficient exploration to answer 
the counterfactual question of 
interest.ὖ‫ ὖz ‫


